Autoignition and New Software Architectures Light the Way to Future Science on Terascale Computers
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The DOE SciDAC program has enabled close collaboration between researchers working on reacting flow modeling, a part of the BES SciDAC Computational Chemistry program, and those engaged in computational science and massively parallel software architecture.  Early successes from strong coupling primarily among three of these projects have enabled new scientific insights from massively parallel simulations, and have successfully demonstrated a new code architecture that promises significantly enhanced reacting flow simulations in the future.  The three projects are dubbed with the acronyms THFS, CFRFS, and CCTTSS.  THFS, or “Terascale High-Fidelity Simulations of Turbulent Combustion with Detailed Chemistry,” aims to develop a high fidelity direct numerical simulation (DNS) software capability for the simulation of turbulent reactive flows.  CFRFS, or “Computational Facility for Reacting Flow Science,” aims to co-develop (with CCTTSS) and implement a new architecture enabling facile construction and maintenance of highly advanced massively parallel reacting flow codes.  CCTTSS, or “The Center for Component Technology for Terascale Simulation Software,” is a SciDAC Integrated Software Infrastructure Center that is leading the development of the Common Component Architecture (CCA) C++ software framework and teaming with numerous DOE science areas for its application. 

In the past year a high-fidelity, high-resolution numerical approach to combustion, direct numerical simulation (DNS), has been made modular by rewriting a Sandia F77 DNS code, named ‘S3D’, in Fortran 90.  This has made it possible and “user-friendly” for the implementation of new multi-physics and numerical capabilities contributed by the collaborating principle investigators of THFS project team.  This is also the first step along a path towards eventual integration with the CCA framework being developed by CFRFS and CCTTSS.  A pilot demonstration study, a two-dimensional DNS of autoignition in a turbulent inhomogeneous hydrogen/air mixtures, was completed with the new F90 code running on DOE’s NERSC SP compute platform on 512 processors.  This code has been ported to a number of MPP supercomputing platforms and exhibits near linear scalability up to over a thousand processors.  The code is capable of more realistic three-dimensional problems, but, even with relatively simple hydrogen chemistry, scientific 3D simulations are still well beyond the capabilities of available DOE/SC supercomputers.

Autoignition is an important mode of combustion in practical combustion devices.  It is used in both standard direct injection diesel engines and in a new engine technology known as homogeneous charge compression ignition (HCCI).  Autoignition is also a limiting factor in the design of advanced low-emission stationary gas turbines for power generation.  Turbulent autoignition is characterized by short time scales (milliseconds or less) with enormous dynamic range in critical radical species concentrations  (8 orders of magnitude).  Therefore knowledge of the underlying physics is unattainable from measurements.  Instead, DNS is used to provide the physical insight needed of the micro-scale processes that precede autoignition of hydrogen and hydrocarbon fuels.  

This pilot simulation significantly contributed to the revelation that the competition between turbulent mixing (dissipation of heat and key radicals out of an autoigniting kernel) and autoignition chemistry can be parameterized well by a single quantity known as the Damköhler number.  This parameter is a measure of the residence time of key radical species at the ignition site relative to the time required for chemical reactions.  If at any time during the ignition event the Damköhler number decreases below unity, ignition at the site is quenched since radicals diffuse away from the site at a faster rate than they are produced.  The DNS results further show that there can be a significant variation in ignition delay times (2-3 fold) of kernels with similar initial thermochemical states that undergo different local mixing histories as a result of the turbulence.  Figure 1 shows the evolution of a key ignition radical species concentration, hydroperoxy (HO2), during autoignition over a wide range of ignition delays. 
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Figure 1.  Isocontours of HO2 mass fraction at ½, 1, 3/2 and 2 autoignition times (from top left to lower right).  The color ranges correspond to mass fractions of 0 for blue and maximum values of 0.001 for red, except for the induction-phase image (top left), where HO2 mass fractions are multiplied by 100.  Note that kernel A grows most rapidly, D most slowly, and that C is dissipated by turbulent interactions.

While the modularity of Fortran 90 facilitates a short-term test bed for numerical and multi-physics developments, a more advanced CCA software design approach is targeted in the long-term to facilitate cross-project interoperability, code upgrade/re-use, and new capabilities such as adaptive mesh refinement that will make interesting scientific simulations more accessible.  This ‘flat’ component-based architecture combines a number of specialized and compartmentalized solver libraries as equal peers with a very lightweight C++ glue. In this respect, components are treated as “functional” objects, avoiding intrusion of C++ structures into compute-intensive Fortran or C solver libraries. Moreover, this is all done with full attention to computational efficiency and massively parallel computing. 

The first demonstrations of general 2D reaction-diffusion reacting flow computations, with parallel Adaptive Mesh Refinement (AMR) under CCA have been accomplished by the CFRFS and CCTTSS teams.  The demonstrations use a toolkit of components that include an AMR mesh component, chemistry, transport, and integration components. A Graphical User Interface (GUI) allows the point-and-drag assembly of components into different code configurations. This assembly is shown in Figure 2.  Components are shown in rectangular boxes, with connections between them shown with lines. The connections define the relationships among components in the assembled code. The GUI assembly reflects/produces a back-end script that links components together into an executable, which then runs on a parallel distributed-memory cluster. Using this construction, we have assembled a code and used it for studying the propagation of reaction-diffusion fronts during the ignition of a Hydrogen-Oxygen mixture. The AMR component constantly tracks the evolving flow solution, refining and coarsening local mesh resolution as needed to optimally capture the evolution of the fronts. The integration component performs stiff time integration of the chemical source terms, which are then coupled with the transport terms in an operator-split construction. The overall assembly works as efficiently as if the CCA C++ interfaces were not there, given our choice of optimal component size and interface design.
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Figure 2.  Graphical User Interface allows the point-and-drag assembly of CCA components into different reacting flow code configurations.

These three SciDAC project teams are building on these achievements and are broadening their collaborations to actively include at least five other teams.  DOE’s goal for predictive understanding of complex fluid-chemistry interactions that enable the design of innovative efficient and clean energy utilization technologies will clearly be advanced by combining tera- and peta-scale computing with state-of-the-art reacting flow science, innovative computer science and algorithms, and strong interdisciplinary collaboration. 
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